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1. iNTRODUCirON

Sampling on successive occasions essentially consists of
partially retaining a fraction ofthe sample selected on the previous
occasions, supplemented by fresh units on each occasion and
utilismg the entire information from the matched units to improve
the estimates on later occasions. Repeat surveys are indispensible
if one wants to study the changes occurring in the population
character from occasion to occasion. The theory has been developed
by lessen (1942), Patterson (1950), Eckler (1955), Tikkiwal (1951,
55, 56), etc. The theory ofsuccessive sampling in case of multistage
designs has been considered by Tikkiwal (1964, 65), Singh (1968)

0969) (1969) and Abraham, Khosla and Katburia

In case of two-stage designs the partial retention of primaries
and secondaries offers many alternatives. A general case can be
considered as retaining a fraction p of primary stage units (psu's)
and selecting afresh a fraction ry of psu's {p-\ q=^\) and from each
retained psu retaining only a fraction r ofsecond stage units ((ssu's)
and selecting afresh a fraction j of the ssu's such that /•f5= l.

2. Sampling on h occasions

Consider a population consisting of N psu's each containing M
ssu's. On the first occasion take a simple' random sample (s. r. s.)
of n psu's and select a s.r.s. of m ssu's from each of the selected
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psu's, selection being without replacement at both the stages. For
convenience the number of psu's and ssu's selected on each occasion
is taken to be constant in the present paper. On the second occasion
retain from the first occasion a subsample of size np of psu's and
select afresh nq psu's. In each of the np psu's retained, select mr
ssu's and retain them on the second occasion and select afresh ms
ssu's. In each of the nq psu's, select m ssu's following the selection
procedure as in the first occasion. The psu's retained during the
second occasion will remain fixed for the subsequent occasions but
the remaining nq psu's will be selected afresh on each occasion.
Also from each of the np psu's, mr ssu's retained on the second
occasion will be retained on the subsequent occasions whereas ms
ssu's will be selected afresh on each occasion.

Let the character under study be X. The following notations
are used in the present context:

Xf : population mean per ssu on the r-th occasion.

x't • mean per ssu on the /-th occasion based on npmr units
which are common to all the occasions.

x"t : mean per ssu on the Nth occasion based on npms fresh
units taken from common psu's on all the occasions.

x"'t: mean per ssu on the /-th occasion based on nqm fresh
units on the Mh occasion.

The following result due to Tikkiwal (1965, Cor. 2'1, p. 126)
will be used :

Ei is the best linear unbiased estimate (BLUE) of Xt based on
observations up to and including h-lh occasion if and only if
cov {Et, Xij„) = Ki for all i,j and k where Xnk is the value of the A:"*
ssu in the j"* psu observed on the r-th occasion.

It follows from this result that in order that an estimate En may
be best linear unbiased estimate of X,„ it must satisfy the following:

Cov {Eh, S'{) = Cov (Eh, x"t) = Co\ {En, x"'t) ...(1)
forall/(i=l, 2, 3,...,7!).

An unbiased linear estimate of X^ may be given by

En= 'i ^]aziir,-x"'d+x"\ ...(2)
j=l 1=1

By Lemma2'4 (Tikkiwal, 1965), the variance of En, after ignor
ing terms 0(1/M), is seen to be given by

2/1 2h
•. V(En)= 21 S + [l-2(a2n-i+a,n)]V(x"'n) ...(3)

(=1 ;=1
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Xtij= the observation at the Mh occasion on j-th ssu in
the I th psu.

_ M

Xu (MM) Xu,.

/=1

It is evident that Y<j = Yjj.

The optimum values of a/s, which will minimize V{Et^)
are obtained from the following normal equations.

..,(4)
where P =( (y,-,) ) is a 2h x 2h matrix of coefficients,

^ ~ (^l>
and

5- (0,0,0,..., FF(r

Now, if the matrix P is non singular, the coefficients oj's are ,
determined by A = P-^B

or Oi = 1. '• 4. y2/,, /) v{x"h)lA(i=1, 2, ..., 2A)
where A' is the determinant of the matrix P, is the cofactor
of Yj« in A • With these optimum values of a,'s it can easily be
seen that the estimate satisfies the condition (1), for being best
linear unbiased estimate of Xn-

, Variance of the estimate E,, is

V{E,)^Cov{En, (1-fl

'nq I-
2/;-I 2/'+y2//,2/i-

A'
where an-=Sb-u-\-Sw^nlm

When there are only two occasions, the estimate of the mean on the
second occasion is given by

under the assumptions

Sb^]_'=Sb%=Sb'̂ ; 5^^= 5w\=5'n'-; af=a for t=\, 2
p'i2=p' and p"}2=p" the coefficients are.

pxr
(qp' + p"s)Sb'+p"(q Ips) Sw^ -

m _

„ -

m _
1 i

r A'
JRai

A"'
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('•?"—gp' + p'p"^?5) Sb'̂ +prp

(l+p'p'V)'^^' +
Sw^
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«4 =
_po-s

A"
(l_p'p'y_p"2^)^^2

+ [1-(^+/75)p"2]
sw^ n

m

A"- (1+P'P'V)5A==+
Sj^

m

iqp' + p"5)Sb'+p"(q+ps)
m

and the variance is given by

a

tiq [!-/;«
5^>=(l-p"V)+ m (\-(q+ps)sp"^)

A"

It can easily be seen that when p = l, q'=0 and when r=l, j=0, the
estimator and its variance reduce to the corresponding cases discussed
by Singh and Kathuria (1969).

An estimator [Abraham, Khosla and Kathuria (1969)] of X^, by
first considering np primary sampling units which are common to two
occasions and then utilising the information contained in unmatched
primaries by proper weighing, is given as

where

xi=rx\-]-sx"i. .

The optimum values of k, K and K' are

/c=r/(l-p"V), K=p«?l/\

• K' = {-qKi7) [p'^P-f p'V/(i-p"V)(5vv»]
where

A=a , \-{q-\-ps)9"^s Sw"^
(l-p"V) m

-q- p'5i=+ J- YP

p"V m

The minimum variance of xw, is given by

)V{x^=-
1—p"^j Sw"

tto o

p m

It has been concluded in the paper referred to, by an empirical study,
that the estimator is equal or ifipre efficient than t^p pstimafor

for different ysjyes of p', p",^j|.'apf3 Hpwever, it can
pasily be seei^ {hat x^ i^pt satisfy tbg OQgeppy suffi^ipnt
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conditions (1) for being minimum variance unbiased linearestimate,
for,

Sw^

a(^5^)24--

where

mCov(jfu,, X 5)—
nA L "1-P"V -)

-q U'Sb"^ +
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"A L

PV Sw"^

1—p"V m

l-p"^5 Sw^

P

•)"]

l_p"V ^ )^P'

U ^ •». f O III' y

- <1(^9 Sb"-+ - '̂ )(p'5'6"+p"(S'iv2//jr)
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Tliis indicates that this estimator 3e„ cannot be more efficient than
the estimator and thus the conclusion made in the paper referred
to appears to be not correct. The Table 2 in the paper [Abraham
et.al. (1969)] is corrected and is given here as Table 1. However, from
comparison between the Table 1 in this paper and Table 1 in the
paper referred to, it is observed that the superiority of estimator
over Xn is not considerable.

It is assumed that the population parameters p', p", Sb^ and
Sw^ are known. In case they are not known, these may be calculated
from the sample observations and to that extent the efficiency of the
estimate is atfected. The estimates of these population parameters
are given below

Est(SZ)®() =sb'̂ i—(sw^f)lm)

Est(5lv^)=J^v^

Est(p'/,' Sbi Sb,')=!•'ti' sbt sbjf —(/""//' s\v,i)!m
and

Est(p"„' •S'vi'i Swj' Wi sw,'

sb\^{\l{np~\)) ^{x'„-x\f
k = \

tip tnr

sw\=i\lnpOnr-l))^ ^ (xtu- '̂ticY
k=l 1=1

"P

r',r' sh, sb,, =(\linp-\)) ^ {x'a-x',) )
/H
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Table 1

Efficiency of the estimator over that of the samplemean per ssu on the second occasion, based on all nm units for m=4
and for different values of p', p",p, r and 9.

p'

P""

9=0 1 9=1-0 9 = 10-0

p" 0-5 0-7 0-9 0-5 0-7 0-9 0-5 0-7 0-9

0-25 0-50 0 75 0-25 0-50 0-75 0-25 0-50 0-75 0-25 0-50 0-75 0-25 0-50 0-75 0-25 0'50 0-72 0-25 0-50 0 75 0-25 0-50 0-75 0-25 0-50 0-75

0-25 1 03 1-03 1-03 1-03 1-04 1 04 1-04 1 04 1-04 1 03 1-03 1 04 1-04 1 04 1-05 1 05 1 06 1 06 1 02 1-03 1-04 1-04 1 07 1 09 1-12 1-15 1-17

0-4 0-50 1-04 1-04 1-04 1 04 1 05 1 05 1-05 1-05 1-05 1 04 1-05 1 05 1-05 1 06 1 06 1 08 1-08 1-08 1-03 1-05 1 06 108 1-11 1-12 1-20 1-23 1-22

0-75 1-03 1 03 1-03 1-03 1-03 1-03 1-04 1-04 1-04 1-03 1-04 1-04 1-05 1-05 1-05 1-08 1 08 1 07 1-04 1 06 1-06 1-091-12 1-11 1-24 1 25 1-20

0-25 1 09 1-09 1-09 1-09 1 09 1 09 1-09 MO MO 1 06 1-07 l OS 1-08 1 09 MO MO Ml 1-12 1-03 1 04 1-06 1-05 1-09 Ml 1-14 1 19 1-21

'0-6 0-50 Ml 1-11 Ml Ml Ml Ml Ml Ml Ml 1-08 1-09 1 10 MO Ml M2 M4 M5 1-15 1 04 1 06 1 08 109 1-13 M4 1-22 1-261-26

0 75 1-07 1 07 1-07 1-07 1 08 1 08 1-08 1 08 1 08 1-06 1-07 1-07 1-08 1-09 1-09 M2 M2 Ml 1-05 1 07 1-07 MO 113 1-13 1-25 1-27 1-22

0-25 1-21 1-22 1-22 1-22 1-22 1-23 1-23 1-23 1-23 M3 M5 M6 M5 M8 1 20 1-20 1-23 1-24 1-03 1-05 1-07 1-07 Ml M4 1-17 1-23 1-27

•0'8 0-50 1-22 1-/3 1-23 1-23 1-23 1-23 1-23 1-24 1-24 M5 M7 1-18 MB 1-20 1-21 1-23 1-25 1-26, 1-05 1 08 1-09 MOMS 1-17 1-25 1-31 131

0-75 114 1-14 114 M4M4M4 M5 M5 1-15 Ml M2 M2 M3 M4 M4 M7 1-18 M7 1-05 1-08 1-08 Ml 1 15 1-15 1-27 i-29 1-25
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and

1.

2.

np mr

swt sw,' = ly 2 S (Xtu-x'tk) {x,'ki-x','k)
np{mr-

k=\ /=!

where Xm is the observation on character X of the /th ssu in /cth
psu on the nh occasion. Also

mr np

^ and x't=(\i{np))
/c=l

Summary

An estimation procedure has been discussed in two-stagesucces
sive sampling on the h occasions where primaries as well as seconda
ries are partially retained.
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